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Abstract

This report considers the methods for determination of an upper safety limit, and incorporating
uncertainty and margin into the safety limit, provides comparisons, and recommends a preferred
method for determining the Upper Safety Limit (USL).

A USL isdeveloped for CSAS25 from SCALE4.4a. The USL is applicable for the CSAS25 control
module from the SCALE 4.4a computer code system for use in evaluating nuclear criticality safety
of enriched uranium systems. The benchmark calculation results used for this report are documented
inY/DD-896. The dtatistical evauation is documented in CCG-380. The 27-group ENDF/B-IV, 44-
group ENDF/B-V, and 238-group ENDF/B-V cross-section libraries were used.

Numerical methods for applying margins are described, but the determination of appropriate
correlating parameters and values for additional margin, applicable to a particular analysis, must be
determined as part of a process analysis. As such, this document does not specify final upper
subcritical limits as has been done in the past. No correlation between cal culation results and neutron
energy causing fission was found for the critical experiment results. Analysts using these results are
responsible for exercising sound engineering judgment using strong technical arguments to develop
"amargin in Kg; or other correlating parameter ... that is sufficiently large to ensure that conditions
(calculated by this method to be subcritical by this margin) will actualy be subcritical.” *
Documentation of area of applicability and determination and justification of the appropriate margin
in the analyst's evaluation, in conjunction with this report, will constitute the complete Validation
Report in accordance with ANSI/ANS-8.1-1998, Section 4.3.6(4).
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1 Introduction

In the nuclear criticality safety field, extensive use is made of computational methodsin order
to establish subcritical limits for operationsinvolving fissle material. Calculations must be made by
a method shown to be validated by comparison with experiment data. The American Nationa
Standards Institute (ANSI) gives fundamental guidance for establishing these subcritical limits in
ANSI/ANS-8.1-1998, ANuclear Criticality Safety in Operations with Fissionable Materials Outside
Reactors.f *

The successful application of computational methods requires verification, certification and
validation (V& V) of the analytic tool. Software verification, the first element of V&V, reveals the
closeness in agreement between calculation results obtained using a particular computational method
and calculation results obtained using other methods. Software certification provides a user
assurance that the code will consistently produce numerical results that agree with analytic solutions
for the problems the code is designed to analyze. Software validation Acalibrates) the calculation
results obtained using certified software (computational method) for agreement with the physical
universe.

For nuclear criticaity safety, the validation process is complete with development of the upper
safety limit (USL) from validation data. Refinement of a validation or extension by addition of
validation data does not require re-certification of the software. Therefore, the verification and
certification of a nuclear criticality safety computer code system and transference of a validation
between computer platforms are related issues, which can be addressed separately from software
validation.

Taken together, Y/DD-896 and Y/DD-972 provide the framework for the validation of
CSAS25 control module from the Standardized Computer Analyses for Licensing Evaluation
(SCALE) Verson 4.4a package with the 27-group ENDF/B-IV, 44-group ENDF/B-V, or 238-group
ENDF/B-V SCALE 4.4a cross-section libraries.

Y /DD-896 addresses the establishment of bias, bias trends and uncertainty associated with
the use of SCALE4.4a for performance of criticality calculations. This evaluation is directed at
enriched uranium systems consisting of fissile and fissionable material in metallic, solution and other
physical forms, as described in the Organization for Economic Cooperation and Development
(OECD) Handbook. The focusis on comparison of calculated neutron multiplication factors (Ket)
with the associated experimental results, and on establishment of bias, bias trends, and uncertainty
as afina step. Compiled data for 503 critical experiments is used as the basis for the calculation
models. The calculated results from SCALE 4.4a using the 27-group ENDF/B-1V, 44-group
ENDF/B-V, and 238-group ENDF/B-V SCALE 4.4a cross-section libraries have been compared with
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reported results for the benchmark experiments. Comparison of results demonstrates that SCALE
4.4a run on the Nuclear Criticality Safety Division (NCSD) Hewlett Packard Series 9000/J-5600
(HP J5600) unclassified workstation (referred to as CMODB) produces the same results within the
statistical uncertainty of the Monte Carlo calculations as reported by the experiments.

Y/DD-972 addresses various methods for determination of a USL and for incorporating
uncertainty and margin into thisUSL. It provides comparisons of these methods and recommends
a preferred method for determining the USL. Y/DD-972 establishes subcritical limits determined
through an evaluation of statistics parameters of calculation results for critical experiments. However,
the correlating parameters (i.e., mass, enrichment, geometry, absorption, moderation, reflection, etc.)
and values for applying additional margin to the subcritical limits are application dependent. The
determination of correlating parameters and additional margin is an integral part of the process
analysis for a particular application. For the critical experiment results, no correlation between
calculation results and neutron energy causing fission was found. As such, this document does not
specify Afinal) USL values as has been done in the past.

The AAreaof Applicability@ (AoA) is also application dependent. In using the "raw” USL data
of thisreport, the nuclear criticaity safety analyst must exercise sound engineering judgment and use
strong technical arguments to develop amargin in Kes or other correlating parameter.  That margin
must be sufficiently large to ensure that conditions (calculated by this method to be subcritica by this
margin) will actually be subcritical." Preparation of the final portion of the "written report of
validation" asidentified in Section 4.3.6 of ANSI/ANS-8.1-1998 is the responsibility of the analyst.

1.1 Grandfather or Retrofit Concerns

The validation documents used for establishing subcritical limits for criticality calculations
shall be reviewed and approved by NCSD. Thereis no urgency to retrofit older evaluations since the
common practice provided conservatism. Therefore, the incorporation of these methods into the
evaluations of existing operations will be accomplished as the Nuclear Criticality Safety Approvals
are updated due to equipment changes, rule changes, age, €tc.

1.2 Terminology

The term "mode" is used in two different ways in this report. In the main body of the report,
"model" generally refers to the calculation model, or the collection of input parameters for the
numerical smulation of the physical critical experiment. In the atistical analysisin Appendix A, the
term "model" generally refers to a statistical model, or an equation describing the relationship
between parameters considered in the statistical analysis.

10
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The term "uncertainty” is used two different ways in this report. In the main body of the
report, "uncertainty” refers to less than exactly known values in the calculation model, or in the
collection of input parameters for the numerical smulation of the physical critical experiment. In the
statistical anaysisin Appendix A, the term "uncertainty” generally refersto the variation of repeated
observations (e.g.,k_eff, k_sim, k_plt) about their expected value. This uncertainty is quantified by
the sample standard deviation (i.e., square root of the sample variance).

Accuracy refers to how close the expected value of an observation is to the true value.
Accuracy is quantified by bias, which is the difference between the sample average and the true or
referenced vaue.

2 Determination of Subcritical Limits and Discussion of Statistical
Analysis

2.1 Introduction

Y /DD-896 provides adiscussion of the calculation results, experiment (benchmark) data, and
the bias results. Regression with neutron energy causing fission was found to be not applicable. The
datistical analysis is documented in CCG-380, which isincluded with this report, as Appendix A. The
first part of CCG-380 is aso included as an appendix to Y/DD-896.

The OECD reports provide an estimate of the actual ker for each experiment. While most
experiments were estimated to be exactly critical, or k_exp = 1.0, a number of the estimates were
dightly above or dightly below exactly critical (i.e. k_exp > 1.0 or k_exp < 1.0). It was considered
desirable to account for this difference because the subcritical limit could otherwise be conservative
dueto including dightly subcritical experiments, or non-conservative due to including dightly super-
critical experiments. The following adjustment, to determine an adjusted calculation result, k=, was
proposed for possible use in the statistical evaluation (Appendix A; or CCG-380):

k'=1+bias=1+ (k_calc- k_exp)

where k_calc = code calculated ke result for the modeled experiment, and
k_exp = OECD estimate of actual ke; for the experiment

The assumption inherent in making this adjustment is that the experiments were very close
to critical, and if a very small adjustment could be made so that the experiment would be exactly
critical, the bias of the calculation would not change. In the statistical evaluation, the bias and
uncertainty was determined.

When cal culation methods are employed, the subcritical limit is a quantitative value used for

11
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implementation of NCSD policy, which is established in accordance with DOE Orders, Standards,
or by NRC regulations for those activities under NRC jurisdiction. Evauation criteria are usualy the
calculated reactivity, kg, for the model of the problem being evaluated, uncertainty in the calcul ated
value of reactivity, bias introduced by the code used to calculate reactivity, and bias introduced by
the model. Code biasis determined by a validation performed in accordance with ANSI/ANS 8.1.
The statistical results in this report determine code bias based on comparison of code calculations
with experimental results. Model bias is due to uncertainties in the modeled parameters describing
the problem, approximations made for the model to conform to the input requirements of the code,
and any significant simplifications of the problem introduced into the model by the analyst. The
acceptance criterion requires that the evaluation criteria be bounded by the subcritical limit. In the
case of code calculations, the subcritical limit is often a criterion based on calculated kes and
estimated bias and uncertainties.

It is recognized that it may also be possible to determine subcritical limits based on adjustment
of correlating parameters other than ke, as alowed by ANSI/ANS-8.1. These parameters could
include physical parameters such as mass or radius, for example, or other calculated parameters
besides ke, if they can be shown to provide a subcritical margin. This report does not address other
potential correlating parameters, but an analyst could determine them as part of an evauation and use
them to determine subcritical limits in conjunction with the code bias results in this report.

2.2 Determination of Subcritical Limits from the Bias and Uncertainty

Several methods could be used for determination of subcritical limitsin terms of calculated
Ker. The methods will be examined in more detail, and an approach will be recommended in this
report. Asdiscussed in Section 5.1 of Y/DD-896, it may also be possible to determine subcritical
limits based on adjustment of correlating parameters other than k«, but this approach is not addressed
here.

2.2.1 Area of Applicability

Whether a particular plant application is smilar to a sufficient number of experiments
contained in the validation set is an important issue. Thisis a prerequisite before a subcritica limit
may be determined from the validation results. Based on the demonstrated performance of the code
for alarge number of experiments, we have reasonable assurance that it performs well over awide
range of conditions. However, this does not ensure that the code performs as well over al
conditions. It does not guarantee that there is not a scenario where the code would calculate
unusualy low due to some kind of anomaly or error in the code or cross section data. There are
some types of experiments that are one or two of akind. It is possible that there could be one or
more of these types of experiments that would exhibit alarger bias than seen in this report, if more

12
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experiments of that type were included. The only way to assess whether the validation set contains
a sufficient number of experiments that are similar to a plant application isto carefully compare the
details of the experiment description with the details of the plant application. The broad categories
used for the statistical analysis are not sufficient for making the determination, and even the
experiment summary information included in this report may not provide enough information. The
analyst must become familiar with the experiment descriptions provided in the OECD handbook. The
minimum number of similar experiments needed cannot be determined in advance, but the analyst
must consider this issue carefully as one of the factors when deciding how much margin to include
in determining a subcritical limit. If there are only afew experiments smilar to the application, it may
be wise to recommend taking the time to select additional applicable experiments for addition to the
validation set, or for a separate evaluation.

Appropriateness of the subcritical limit does not depend solely on the validity of the Statistical
analysis. Rather, the appropriateness of a subcritical limit depends on two quite different factors: (1)
the range of conditions under which a generalization for its use is established, and (2) whether or not
the modeled scenario is within the range of these conditions. The nuclear criticality safety analyst
exercising sound engineering judgment using strong technical arguments must develop these
determinations. Extrapolation beyond the range of applicability should not be done.

2.2.2 Simple Methods

The smplest and most straightforward method is to observe that for alarge number of critica
(or closeto critical) experiments, calculated results were relatively consistent, and none were lower
than a particular minimum. Limits would be established based on the cross section library and
physica form. A vaue of kg could be picked that equals or is dightly below all the calculated results.
Combined limits could be used for simplicity as long as the minimum values were used. The results
of this approach are shown in columns 3-5 of Table 1. The minimum valueis established by asingle
case. These values do not include any reduction for numerical uncertainty in the calculated mean
value for the case (standard deviation of approximately 0.001). The minimum Ke; value would be
reduced further to provide additional margin as appropriate as determined by the analyst.

Another similar method to establish a subcritical limit would be to choose the least positive
or most negative bias result (lowest bias), add it to 1.0, and add a further reduction to alow for a
margin of safety. The results of this approach (without reduction for margin of safety) are shown in
columns 6-8 of Table 1. These values do not include any reduction for numerical uncertainty in the
calculated mean vaue for the minimum case.

2.2.3 Addition of Safety Margin and Bias Based on Tolerance Bounds

13
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In the commonly used relationship of procedure Y 70-68-005, the subcritical limit appearsin
Equation 2.1 as the term on the right while the evaluation criteria of a given problem are expressed
in the term on the left. It isrecognized that, depending on how the terms are defined, this approach
may mix confidence intervas (ks + 26 ) and tolerance limits (1.0 - bias - margin) in a semi-statistical
formula or method. Acceptability is established when the term on the left is less than or equal to the
term on the right:

{ ket + 20 + code bias + model bias} < { 1.0 - margin of safety } (Eq 2.1)

Code bias is determined by a validation performed in accordance with ANSI/ANS 8.1. The
statistical resultsin thisreport (Appendix A) present bias based on comparison of code calculations
with experimental results. Some regulators require that when the mean value of calculated kg for
the validation cases is greater than or equal one, then the code biasis set = 0. See Appendix A for
details on determination of the code bias.

Model bias is due to uncertainties in the modeled parameters describing the problem,
approximations made for the model to conform to the input requirements of the code, and any
significant simplifications of the problem introduced into the model by the analyst, as discussed in
Section 2.2.3.1.

Margin of safety is set by NCSD analysts in accordance with DOE Orders, Standards, and
NRC Regulations for activities under these specific jurisdictions. A typical range is from 0.02 to
0.05. When the analyst feels there is very little uncertainty in the application, it may be possible to
justify using lower margin of safety. Also, it may be appropriate to provide margin by adjustment of
correlating parameters other than Kes.

2231

For calculational models that are accurate representations, the model bias is considered zero.
caculational models with uncertainties in the modeled parameters describing the problem, model

biasisintended to compensate Kest
dominant parameter(s) of the problem. Quantitatively, model biasis determined by evaluating k  of
problem "A" as afunction of the parameter "p" over the range of uncertainty in"p" [expressed here
%], i.e., caculations performed with the parameter "p" set at values between "p(1-x%/100)" and

Kest

extremes must be considered because reactivity may not be uniformly distributed about the parameter
"p". The number of values to be evaluated depends on the magnitude of the range in the parameter.

difference:

14
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| Ker {"p_max"} - ket {"p_min"} |,

The maximum variation in kg over the ranges of uncertainty of all dominant parameters of
the problem would be used as the moddl biasin Equation 2.1. Allowance for statistical uncertainty
in the calculated results must be considered, depending on the relative magnitude. If the parameter
of interest is a discrete or categorical variable rather than a continuous variable as discussed above,
then the parameter would similarly be varied over the range of applicable states until the maximum
variation was found.

An allowance for model bias could otherwise be included in the margin of safety as shown in
Eq. 2.2

{ kg +20+ codebias} < {1.0- margin of safety* } (Eq2.2)

Thiswould require justification that the evaluation criteria (left side of Eq. 2.2) is sufficiently less than
1.0 by an amount out weighing the maximum variation of ke for the dominant parameters affecting
reactivity.

For calculational models with a significant degree of approximation and smplification, model
biasis intended to account for conservatism built into the model. Generally, the model biasis not
explicitly calculated, but is addressed by modeling parameters at their worst case. Establishment of
the worst case may require a parametric study as described previoudy. An alowance for model bias
would be included in the margin of safety (term on right side of Eqg. 2.2). This would require
justification that the evaluation criteria (Ieft side of Eq. 2.2) is sufficiently less than 1.0 by an amount
that out weighs the conservatism built into the calculational mode.

2.2.4 Statistical Approach

CCG-380 formulates a" Statistical Model" and incorporates uncertainties in a rigorous way.
It isincluded as Appendix A to this report, and selected results are incorporated in the following
discussions.

2.2.5 Discussion of Results

Based on the methods discussed previoudly, Table 1 summarizes the results that are relevant for
choosing an USL before dlowance for additional margin. The first two columns show the enrichment

15
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and physical form category, and the number of simulations included in the category. Columns 3-5
show the minimum cal culated result with each of the cross section libraries. Columns 6-8 shows the
minimum value of the quantity (1+bias), where bias = k_cal - k_exp. Columns 9-11 shows the
statistics based Lower Tolerance Limit (LTL) for at least 0.95/95%, or USL without any additional
allowance for safety margin.

Although the results for the 27-group library are presented and discussed for comparison
purposesin thisreport, as discussed in Y/DD-896 it is recommended that analysts begin using the 44-
or 238-group libraries. In general, the 238-group is preferred unless computer system performance
necessitates a compromise, or for applications where the 44-group library may perform better (Low
Enriched LWR and MOX lattices, and >°U.)

Although four decimal places are shown in Table 1, the actua accuracy of the code, for a
particular calculation, may be on the order of +/- 0.02 to 0.03 based on the spread in the bias results.
Also, the standard deviation of the mean for a particular calculation was on the order of 0.001 for
benchmark cases, and somewhat higher for applications. Therefore, less than four decimal places are
physicaly meaningful or sgnificant for developing limits. Too much importance should not be placed
on small differencesin the third or fourth decimal place. The main value to reporting four (or five)
decimal placesfor a calculation result isto confirm that the result reported actually originated from
agiven output file.

Comparing the resultsin Table 1 columns 3-5 versus columns 6-8, most corresponding results
are close to the same values. The values that are "significantly” different are highlighted in columns
6-8. Essentialy, thisinvolves only the HEU Metal experiments. In context here, a difference of less
than about 0.0012 is considered not significant. The HEU Compound 27-group values differ by only
0.0012, and severd of the LEU values differ by less than 0.0005. Accounting for the experiment
k-effective being different from 1.0 "significantly” changes only the HEU Metal results. This change
also effects the Combined Category for al HEU and LEU experiments.

Comparing the resultsin Table 1 columns 6-8 versus columns 9-11, most corresponding values
are again close to the same values. Most corresponding values are identical. The values that are not
identical are again highlighted in columns 9-11. These differences occur for the severa categories
that were normally distributed according to the statistical evaluation (CCG-380 and Appendix A).

The finding of normal distribution is considered to be interesting for the following reasons. Six
of the seven normally distributed categories had very few experiments, either 22 or 9. The seventh
normally distributed category, HEU Solutions with the 27-group library, had a large number of
experiments, 267. Unlike the other six categories, in the case of the HEU solutions with the 27-group
library the statistics based LTL is actualy higher than the minimum 1+bias value (0.9947 versus
0.9844). Therefore, for the 27-group HEU solutions it is conservative to use the minimum bias
(1+bias) vaue.

16
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Table 1. Summary of Calculated k-effective Results for Upper Safety Limit Determination, Before Allowance for Margin

Physical Form Number 27-group 44-group 238-group 27-group 44-group 238-group 27-group 44-group 238-group
By of Minimum Minimum Minimum Minimum Minimum Minimum Statistics Statistics Statistics
Uranium Simulations | Calculated | Calculated | Calculated 1+bias 1+bias 1+bias Based Based Based
Enrichment Result Result Result Result Result Result LTL LTL LTL
(at least (at least (at least
0.95/95%) | 0.95/95%) | 0.95/95%)
High Enriched
Uranium
Metal 118 0.9780 0.9717 0.9681 0.9908 0.9846 0.9797 0.9908 0.9846 0.9797
Compound 22 0.9874 0.9903 0.9858 0.9886 0.9903 0.9858 0.9771 0.9895 0.9845
Solution 267 0.9844 0.9812 0.9802 0.9844 0.9812 0.9802 0.9947 0.9812 0.9802
Combined Category
for High Enriched 407 0.9780 0.9717 0.9681 0.9844 0.9812 0.9797 0.9844 0.9812 0.9797
Uranium
Low Enriched
Uranium
Metal N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
Compound 87 0.9769 0.9804 0.9751 0.9769 0.9804 0.9753 0.9769 0.9804 0.9753
Solution 9 0.9934 0.9944 0.9941 0.9929 0.9939 0.9936 0.9894 0.9902 0.9894
Combined Category
for Low Enriched 96 0.9769 0.9804 0.9751 0.9769 0.9804 0.9753 0.9769 0.9804 0.9753
Uranium
Combined Category
for Both High
Enriched Uranium 503 0.9769 0.9717 0.9681 0.9769 0.9804 0.9753 0.9769 0.9804 0.9753
and Low Enriched
Uranium

Notes:

(2) Shaded valuesin columns 9-11 indicate values based on normal distributions.

17
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Table 2. Potential U
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pper Subcritical Limits, Before Allowance for Margin

and Low Enriched
Uranium

Physical Form Number 27-group 44-group 238-group
By of
Uranium Simulations
Enrichment
High Enriched
Uranium
Metal 118 0.990 0.984 0.979
Compound 22 0.977 0.989 0.984
Solution 267 0.984 0.981 0.980
Combined Category
for High Enriched 407 0.984 0.981 0.979
Uranium
Low Enriched
Uranium
Metal N/A N/A N/A N/A
Compound 87 0.976 0.980 0.975
Solution 9 0.989 0.990 0.989
Combined Category
for Low Enriched 96 0.976 0.980 0.975
Uranium
Combined Category
for Both High
Enriched Uranium 503 0.976 0.980 0.975
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Table 3. Recommended USL Example, Assuming 0.02 Additional Margin of Safety

Physical Form Number 27-group 44-group 238-group
By of
Uranium Simulations
Enrichment
High Enriched
Uranium
Metal 118 0.970 0.964 0.959
Compound 22 0.957 0.969 0.964
Solution 267 0.964 0.961 0.960
Combined Category
for High Enriched 407 0.964 0.961 0.959
Uranium
Low Enriched
Uranium
Metal N/A N/A N/A N/A
Compound 87 0.956 0.960 0.955
Solution 9 0.969 0.970 0.969
Combined Category
for Low Enriched 96 0.956 0.960 0.955
Uranium

Combined Category
for Both High
Enriched Uranium 503 0.956 0.960 0.955
and Low Enriched
Uranium

20
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3 Conclusions

Taken together, Y/DD-896 and Y/DD-972 provide the framework for the validation of
CSAS25 control module from the Standardized Computer Analyses for Licensing Evaluation
(SCALE) Verson 4.4a package with the 27-group ENDF/B-IV, 44-group ENDF/B-V, or 238-group
ENDF/B-V SCALE 4.4a cross-section libraries. (Similar documentation will be developed for
MCNP.)

Y /DD-896 addresses the establishment of bias, bias trends and uncertainty associated with
the use of SCALE4.4a for performance of criticality calculations. This evaluation is directed at
enriched uranium systems consisting of fissile and fissionable material in metallic, solution and other
physical forms, as described in the OECD Handbook. The focus is on comparison of calculated
neutron multiplication factors (ke) with the associated experimental results, and on establishment of
bias, bias trends, and uncertainty as afinal step. Compiled data for 503 critical experimentsis used
asthe basis for the calculation models. The calculated results from SCALE 4.4ausing the 27-group
ENDF/B-1V, 44-group ENDF/B-V, and 238-group ENDF/B-V SCALE 4.4a cross-section libraries
have been compared with reported results for the benchmark experiments. Comparison of results
demonstrates that SCALE 4.4a run on the Nuclear Criticality Safety Division (NCSD) Hewlett
Packard Series 9000/J-5600 (HP J5600) unclassified workstation (referred to as CMODB) produces
the same results within the statistical uncertainty of the Monte Carlo calculations as reported by the
experiments.

Y/DD-896 provides assurance that the code predicts critical systems reasonably well,
however, in generd, there iswide variation in performance depending on the type of system and cross
section library, based on bias results. Using a rating scale similar to Reference 2, the performance
ranges from "very good" or less than about +/- 0.01 to "very poor” or about +0.035/-0.025 depending
on the category of experiments. It is noted, however, that the best performance is somewhat subject
to question because it is for the categories with relatively few experiments. Furthermore, areas of
even worse performance are reported in the OECD handbook for some experiments, which were
rejected due to known cross section problems (e.g. HEU-MET-FAST-035). In general, the observed
problems resulted in very high bias, which would be conservative for plant applications.
Nevertheless, there is no guarantee against the possibility of an unusua scenario that could produce
non-conservative results, and analysts must be always vigilant for this possibility.

Y/DD-972 addresses various methods for determination of a USL and for incorporating
uncertainty and margin into thisUSL. It provides comparisons of these methods and recommends
a preferred method for determining the USL. Y/DD-972 establishes subcritical limits determined
through an evaluation of statistics parameters of calculation results for critical experiments.
However, the correlating parameters (i.e., mass, enrichment, geometry, absorption, moderation,
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reflection, etc.) and values for applying additional margin to the subcritical limits are application
dependent. The determination of correlating parameters and additional margin is an integral part of
the process analysis. For the critical experiment results, no correlation between caculation results and
neutron energy causing fisson (or any other parameter) was found. As such, this document does not
specify Afinal) USL values as has been done in the past.

The AArea of Applicahility@ (AoA) is aso application dependent. In using the Araw@ USL data
of this report, the criticality analyst must exercise sound engineering judgment and use strong
technical arguments to develop "a margin in ke or other correlating parameter that is sufficiently
large to ensure that conditions (calculated by this method to be subcritica by this margin) will actualy
be subcritical.§ * Preparation of the Awritten report of validationg as identified in Section 4.3.6 of
ANSI/ANS-8.1-1998 is the responsibility of the analyst.

4 Recommendations for Future Work

As stated in Y/DD-896, numerous additional OECD experiment descriptions are already
available for experiments that would be directly applicable to Y-12 applications. In thisregard, future
efforts should be dedicated to the following: (1) developing more input decks in-house for
experiments selected based on applicability to Y-12, and (2) including additional models as they
become available in future revisions of the OECD report. In addition, changes in experiment
categorization and interpretation/clarification sometimes are reported in the annual revisions of the
OECD handbook. These changes should be reviewed to determine whether they impact the
conclusionsin this report. Thiswork will require a dedicated effort.

Additional work may be needed to identify trends and/or biases by including additional
parameters in the statistical evaluation of critical experiment results.

Additional work is needed on Area of Applicability (AcA) determination methods.
Determining whether a particular application is within the AoA of a validation is currently almost
exclusively based on subjective judgment. To be done correctly, it requires the analyst to have close
familiarity with the details of the experiments in the vaidation. Effortsto develop input models for
more experiments, particularly if done by severa staff members, would have the additional benefit
of increasing staff’s familiarity with experiment descriptions, which would aso help improve these
AOA determinations. Doing such model input preparation work as part of the qualification program
is suggested. In addition, methods have been proposed for more rigorous, and quantitative, ACA
determinations. A dedicated effort is needed to evaluate these methods to determine if they are
effective and practical to implement.

Asdiscussed in Y/DD-896, based on the bias results, progressively better agreement between
calculated k-effective results and expected results are obtained with cross section libraries having
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increased number of cross section groups. Furthermore, areas of relatively poor performance are
seen, probably due to cross section data issues. Efforts to produce improved cross section libraries
for SCALE should be supported.

CCG-308 (Appendix A) alows for comparing the mean calculated kg aone (without adding
20) directly with the USL, when certain conditions are met. This would be a smpler method than
currently used (and proceduralized). The required conditions are generally met. Changing to this
approach should be considered further.
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Appendix A - Determination of the Lower Tolerance Limit Through
Statistical Methods (CCG-380)
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Statistical Discussion of the Critical Experiment Data

The critical experiment data consisted of 503 cases from the OECD Handbook." The data from
the benchmark experiments involving uranium represents a sufficiently wide range of enrichments
and chemical forms to cover many existing or presently planned activities for the Y-12 site. The
benchmark experiments evaluated were both critical and subcritical experiments. For each case, a
total of 500 generations were run with 2000 neutrons per generation. The first 100 generations
were skipped for the determination of the k_cal, the final k-effective after 800,000 neutron
histories. Simulation results for these critical experiments to be used for validation of CSAS 25 in
SCALE4.4a code package were compiled into an OUTPUT data set.?

The data set (OUTPUT) for this evaluation consisted of the following parameters:
1.) lifetime - average life span of a neutron;
2.) generation time - average time between successive neutron generations,
3.) nu bar - the average total number of neutron produced per fission;
4.) k_ca- thefinal k-effective after 800,000 neutron histories;
5.) k_exp - the target k-effective for the experiment as modeled;
6.) AFG - the average energy group at which fission occurs;
7.) EALCEF - the energy of the average lethargy of neutron causing fission,
8.) k vsrun - the average k-effective corresponding to the smallest mean standard
deviation when the average k-effective and the mean standard deviation of the k-effective
are computed for each generation over the range of nskip (user input number of
generations to skip) through the total number of generations; and,
9.) k vsskip - the average k-effective corresponding to the smallest mean standard
deviation when the average k-effective and the mean standard deviation of the average k-
effective are computed for the number of generations skipped over the range of nskip+1
through 2/3 the total number of generations calculated.

The following parts of the data set (OUTPUT) were used in the statistical evaluation:

SCALE smulations identified by categorical variables of Number of Group Cross Sections (27,
44, and 238); Uranium-Enrichment (High or Low); and Physical Form (Compound, Metal, or
Solution). The final k-effective (k_cal) results for the 27-group cross sections delineated by
enrichment and physical form can be found in Table 1, the final k-effective (k_cal) results for t